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Figure: Taxonomy of computer vision tasks.

Wu et al. “Recent Advances in Deep Learning for Object Detection” Neurocomputing, 2020.



Examples of Semantic Segmentation

3Asadi-Aghbolaghi et al. “Multi-level Context Gating of Embedded Collective Knowledge for Medical Image Segmentation” arxiv, 2020.

Ophthalmology Dermatology Radiology Histopathology

Figure: Application areas of segmentation in biomedicine.
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Supervised vs Unsupervised Segmentation
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Figure 1: A supervised dataset relates each 
pixel to a fixed set of target classes.

Wu et al. “Recent Advances in Deep Learning for Object Detection” Neurocomputing, 2020.

Labels Images

Figure 2: A unsupervised dataset consists 
of just images without targets.

cow, sky, grass, …
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Figure: Perceptual grouping in unlabeled images.

Wu et al. “Recent Advances in Deep Learning for Object Detection” Neurocomputing, 2020.

these pixels look alike 
and are probably related

these pixels 
look different to 
group 1Model

group 1

group 2

Goal: find perceptual groups that hold within and across images.



Properties of Self-Supervised Vision Transformers
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Figure 1: DINO visual pre-training strategy. 
Figure 2: Last-layer attention of 

DINO pre-trained ViT.

Caron et al. “Emerging Properties in Self-Supervised Vision Transformers” ICCV, 2021.
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Key Insight: DINO pre-trained ViT produces dense visual features!
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DINO

Desired semantic 
segmentation



Unsupervised Semantic Segmentation

10

How to use dense 

visual features for 

assigning pixels to 

semantic groups?

DINO
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Clustering – Intuition
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Figure: Pseudo-masks form clusters in DINO feature space.

Zadaianchuk et al. “Unsupervised Semantic Segmentation with Self-supervised Object-centric Representations” ICLR, 2023.



k-Means Clustering
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Figure: k-Means iterative assignment and 
updating of cluster centers.

Bishop “Pattern Recognition and Machine Learning” Springer, 2006.

Task: group data into clusters that have

- high intra-cluster similarity
- low inter-cluster similarity



Clustering – STEGO
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Figure: STEGO projects DINO features using a segmentation head and applies k-Means.

Hamilton et al. “Unsupervised Semantic Segmentation by Distilling Feature Correspondences” ICLR, 2022.
Koenig et al. “Uncovering the Inner Workings of STEGO for Safe Unsupervised Semantic Segmentation” CVPR Workshops, 2023.
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Clustering – STEGO Results 
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Figure: STEGO results on COCO-Stuff.

Hamilton et al. “Unsupervised Semantic Segmentation by Distilling Feature Correspondences” ICLR, 2022.



Clustering – Quantitative Results
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Hamilton et al. “Unsupervised Semantic Segmentation by Distilling Feature 
Correspondences” ICLR, 2022.

Ziegler et al. “Self-Supervised Learning of Object Parts for Semantic 
Segmentation” CVPR, 2022.

Li et al. “ACSeg: Adaptive Conceptualization for Unsupervised Semantic 
Segmentation” CVPR, 2023. 

Pascal VOC12 Val

https://arxiv.org/abs/2203.08414
https://arxiv.org/abs/2203.08414
https://openaccess.thecvf.com/content/CVPR2022/papers/Ziegler_Self-Supervised_Learning_of_Object_Parts_for_Semantic_Segmentation_CVPR_2022_paper.pdf
https://openaccess.thecvf.com/content/CVPR2022/papers/Ziegler_Self-Supervised_Learning_of_Object_Parts_for_Semantic_Segmentation_CVPR_2022_paper.pdf
https://openaccess.thecvf.com/content/CVPR2023/papers/Li_ACSeg_Adaptive_Conceptualization_for_Unsupervised_Semantic_Segmentation_CVPR_2023_paper.pdf
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Minimum Graph Cuts
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Figure: Example image.

Wu et al. “An Optimal Graph Theoretic Approach to Data Clustering” IEEE Transactions on Pattern Analysis and Machine Intelligence, 1993.



Minimum Graph Cuts
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Figure: Fully-connected, weighted graph.

- Vertices = Pixels
- Edge weights = similarity 

measure (e.g., function of 
pixel location and brightness)

Wu et al. “An Optimal Graph Theoretic Approach to Data Clustering” IEEE Transactions on Pattern Analysis and Machine Intelligence, 1993.



Minimum Graph Cuts
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Figure: Minimum graph cut.

[1] Wu et al. “An Optimal Graph Theoretic Approach to Data Clustering” IEEE Transactions on Pattern Analysis and Machine Intelligence, 1993.
[2] Shi et al. “Normalized cuts and image segmentation” IEEE Transactions on Pattern Analysis and Machine Intelligence, 2000.

- Vertices = Pixels
- Edge weights = similarity 

measure (e.g. function of pixel 
location and brightness)

- MinCut [1]: bi-partition 
minimizing sum of cut edge 
weights

- Problem: MinCut favors small 
sets of isolated vertices

- NormCut [2]: normalizes by 
size of sub-graph

- Computed via spectral 
methods



Spectral Clustering 
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feature 
similarity

spatial proximity

Degree Matrix D (diagonal): sum of edge 
weights of node i to all other nodes.

Weight matrix W: measures similarity of all pixels.

Laplacian matrix L: second smallest 
eigenvector (Fiedler vector) is used to 
bi-partition the graph.

L = D - W



Normalized Cuts
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Figure: Normalized cuts detects 7 semantic groups.

Shi et al. “Normalized cuts and image segmentation”. IEEE Transactions on Pattern Analysis and Machine Intelligence, 2000



Deep Spectral Methods

24Melas-Kyriazi et al. “Deep Spectral Methods: A Surprisingly Strong Baseline for Unsupervised Semantic Segmentation and Localization” CVPR, 2022.

Figure: Spectral methods on color and deep features.



Cut-and-LEaRn (CutLER)

25Wang et al. “Cut and Learn for Unsupervised Object Detection and Instance Segmentation” CVPR, 2023.

- NormCut produces bipartition of graph 
- Idea: iteratively apply NormCut to 

masked similarity matrix to discover 
multiple objects / object instances

Figure: MaskCut of the CutLER algorithm uses NormCut on DINO features.



CutLER - Results

26[1] Wang et al. “Cut and Learn for Unsupervised Object Detection and Instance Segmentation” CVPR, 2023.
[2] Wang et al. “FreeSOLO: Learning To Segment Objects Without Annotations” CVPR, 2022.

Figure: Zero-shot unsupervised object detection and instance segmentation. 
Comparison of CutLER [1] versus FreeSOLO [2].



Graph Cuts – Quantitative Results
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Melas-Kyriazi et al. “Deep Spectral Methods: A 
Surprisingly Strong Baseline for Unsupervised Semantic 

Segmentation and Localization” CVPR, 2022.
Wang et al. “Cut and Learn for Unsupervised Object Detection and Instance 

Segmentation” CVPR, 2023.

Instance Segmentation Results

https://arxiv.org/abs/2205.07839
https://arxiv.org/abs/2205.07839
https://arxiv.org/abs/2205.07839
https://openaccess.thecvf.com/content/CVPR2023/papers/Wang_Cut_and_Learn_for_Unsupervised_Object_Detection_and_Instance_Segmentation_CVPR_2023_paper.pdf
https://openaccess.thecvf.com/content/CVPR2023/papers/Wang_Cut_and_Learn_for_Unsupervised_Object_Detection_and_Instance_Segmentation_CVPR_2023_paper.pdf
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MaskDistill

29Van Gansbeke et al. “Discovering Object Masks with Transformers for Unsupervised Semantic Segmentation” arxiv, 2022.

Figure: a) Extract object masks from DINO attention maps, cluster them, and use pseudo-ground-truth to 
train object mask predictor. b) Use only high-confidence predictions from fixed object mask predictor to 

generate targets for supervised segmentation model. 



MaskDistill - Results

30Van Gansbeke et al. “Discovering Object Masks with Transformers for Unsupervised Semantic Segmentation” arxiv, 2022.

Figure: Instance segmentation on COCO with MaskDistill.



Distillation – Quantitative Results
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[12]  Seitzer et al. “Bridging the Gap to Real-World Objectcentric Learning” 
ICLR, 2023.

[8] Van Gansbeke et al. “Discovering Object Masks with Transformers for 
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Using COCO-81 here, most of others use 
COCO-Stuff-27

https://arxiv.org/pdf/2209.14860.pdf
https://arxiv.org/pdf/2206.06363.pdf
https://arxiv.org/pdf/2206.06363.pdf
https://openreview.net/forum?id=1_jFneF07YC
https://openreview.net/forum?id=1_jFneF07YC


SOTA Comparison
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- Only methods included based on DINO
- Only models that evaluated mIoU scores (e.g. CutLER and MaskDistill do instance segmentation and evaluate AP)
- EVA * is evaluated on COCO-81 test (other algorithms usually evaluate with COCO-Stuff-27)

Clustering Graph Cuts Distillation Supervised SOTA



Future Directions
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- Integrate advances in self-supervised learning (e.g., DINOv2 [1]) into existing methods 
- Combat the curse of dimensionality: robustify data clustering in high dimensions and pre-process 

ViT features with dimensionality reduction (e.g., h-NNE [2], UMAP [3])
- Widen the image distribution: train a “biomedical” DINO ViT with various medical image types 

(X-Ray, Sonography, CT, …)
- Multimodal pre-training: leverage text supervision for “unsupervised” semantic segmentation 

(e.g., GroupViT [4], CLIPpy [5])
- Semi-supervised learning: efficient fine-tuning of pre-trained feature extractors with few labels
- Quantify zero-shot generalization abilities of supervised foundation models (e.g., Segment 

Anything [6]) to new domains such as biomedical imaging

[1] Oquab et al. “DINOv2: Learning Robust Visual Features without Supervision” arxiv, 2023. 
[2] Sarfraz et al. “Hierarchical Nearest Neighbor Graph Embedding for Efficient Dimensionality Reduction” CVPR, 2022. 
[3] McInnes et al. “UMAP: Uniform Manifold Approximation and Projection for Dimension Reduction” arxiv, 2018.
[4] Ranasinghe et al. “Perceptual Grouping in Contrastive Vision-Language Models” ICCV, 2023.
[5] Xu et al. “GroupViT: Semantic Segmentation Emerges from Text Supervision” CVPR, 2022.
[6] Kirillov et al. “Segment Anything” arxiv, 2023. 


